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RESUMO

FROES, K. C. Influéncia de ruido e realce na classificacdo de tumores cerebrais em redes
profundas. 2022. 43 f. Trabalho de conclusdo de curso (MBA em Inteligéncia Artificial e Big
Data) — Instituto de Ciéncias Matemaéticas e de Computacdo, Universidade de Sdo Paulo, S&o
Carlos, 2022.

Tumores cerebrais representam aproximadamente 4% das mortes por cancer no Brasil.
Atualmente ndo existe um teste Unico especifico para seu diagnostico, que quanto mais cedo
for feito, leva a maiores chances de sobrevivéncia do paciente. O emprego de redes neurais
convolucionais, partes do ramo de deep learning, tem mostrado resultados importantes para a
area de deteccdo de doengas. Assim, no presente trabalho, emprega-se as redes Resnet50,
Inception V2, CheXNet, auto-enconders e algoritmo SVM para classificar 3 tipos de tumores
cerebrais. As redes sdo desenvolvidas com e sem técnicas de fine tuning, extracdo de
caracteristicas e classificacdo com SVM. Para a apuracao do desempenho dos algoritmos foram
introduzidas modificagdes como ruidos e realce aos dados originais, verificando-se o0 impacto
na classificacdo final dos tumores. Como resultado, observou-se que a rede Inception V2 com
fine tuning obteve os melhores resultados na predicdo, com 95,6% de acuracia no conjunto de
dados originais e 94,2% nos dados real¢cados, demonstrando a robustez da rede.

Palavras-chave: deteccdo de tumores cerebrais; deep learning; redes neurais convolucionais;

Resnet50; Inception VV2; CheXNet; auto-enconders.






ABSTRACT

FROES, K. C. Influence of noise and enhancement in the classification of brain tumors in
deep neural networks. 2022. 43 f. Trabalho de conclusdo de curso (MBA em Inteligéncia
Artificial e Big Data) — Instituto de Ciéncias Matematicas e de Computacdo, Universidade de
Sédo Paulo, Sdo Carlos, 2022.

Brain tumors represent approximately 4% of cancer deaths in Brazil. Currently, there is no
single specific test for its diagnosis, which the earlier is performed, the greater the chances of
patient survival. The use of convolutional neural networks, part of deep learning, has shown
important results in the area of disease detection. Thus, in the present work, the networks
Resnet50, Inception V2, CheXNet, auto-encoders and SVM algorithm are used to classify 3
types of brain tumors. The networks are developed with and without fine tuning techniques,
feature extraction and classification with SVM. To determine the performance of the algorithms
modifications were introduced, such as noise and enhancement on the original data, verifying
the impact on the final classification of tumors. As a result, it was observed that the Inception
V2 network with fine tuning obtained the best results in the prediction, with 95,6% accuracy in
the original dataset and 94,2% in the modified data, demonstrating the robustness of the
network.

Keywords: brain tumor detection; deep learning; convolutional neural networks; Resnet50;

Inception VV2; CheXNet; auto-enconders.
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1 INTRODUCAO

1.1 Contextualizacdo

Tumores cerebrais atingem em média 11 mil brasileiros por ano e representam
aproximadamente 4% das mortes por cancer no pais segundo o Instituto Nacional do Céancer
(INCA). Hoje ndo ha maneira especifica reconhecida para prevencdo desses tumores e ndo ha
um Unico teste especifico para o seu diagnéstico, embora no caso de suspeita de sua existéncia,
0 procedimento usual seja solicitar a realizacdo de exames de imagem para apoiar a decisao
médica.

Atualmente considera-se como tumor cerebral o crescimento anormal de células em
alguma estrutura dentro do crénio. Sua classificacédo é feita com base no tipo celular e no grau
do tumor, que varia de | a IV, sendo que os graus | e Il representam tumores que crescem mais
lentamente e que sdo menos propensos a se infiltrar nos tecidos cerebrais adjacentes e 0s graus
I11 e IV justamente o0 oposto.

Um dos fatores de grande valia para o sucesso do tratamento do tumor cerebral é a sua
identificacdo precoce. Dessa maneira, mostra-se necessario o desenvolvimento de metodos para
auxilio na deteccdo rapida e eficaz de sua existéncia. Uma abordagem eficiente é o estudo a
partir de modelos de deep learning para extracdo de padrdes e classificacdo de dados reais
coletados de individuos.

Deep learning é uma parte do campo de machine learning, que por sua vez é parte do
campo de inteligéncia artificial, que tem por objetivo funcionar como o proprio cérebro humano
e assim poder simular suas a¢des. Seu grande destaque de uso sdo as tarefas de reconhecimento
de fala, identificacdo de imagem, andlise de textos, traducdo automatica e previsdes.

Figura 1 — Representacdo das areas de Inteligéncia Artificial

Inteligéneia Artificial

Machine Learning

Deep Learning
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Neste trabalho, foi implementada uma solucéo baseada em redes neurais convolucionais
para classificacdo de tumores cerebrais a partir de um dataset disponibilizado no Kaggle, com
7022 imagens de ressonancias magnéticas de cérebros humanos acometidos com tumores e de
pacientes saudaveis.

Esses dados foram classificados com as redes Resnet50, Inception V2 e CheXNet, que
foram ajustadas para comparar a melhor acurécia com técnicas de fine tuning e métodos de
classificacéo que se utilizam de dados de camadas congeladas da rede neural. Além disso, foram
feitos ajustes para mitigar desbalanceamentos e analise dos impactos de ruidos, de maneira a

contribuir para o maior entendimento e preciséo na classificacdo desses tumores.

1.2 Justificativa e Motivacao

A identificacdo humana de doencas costuma ser um processo demorado, custoso e nem
sempre tdo acurado, focado em anélises de pequenas porc¢des de informagdes sobre 0s pacientes.
Dessa maneira, a descoberta de métodos mais baratos e acurados para deteccdo de doencas é
um dos grandes beneficios que podem ser obtidos com técnicas sofisticadas de machine
learning, que conseguem trabalhar com complexos e grandes volumes de dados. Além disso,
tais métodos mostram-se capazes de fomentar a deteccdo prematura de doengas bem como a
descoberta e desenvolvimento de novas terapias.

Embora na literatura estejam cada vez mais sendo publicados estudos de machine
learning aplicados a dados bioldgicos, a area ainda possui muitas limitacdes e desafios que
podem ser explorados, como a dificuldade em encontrar dados rotulados que possibilitem o
treinamento dos modelos de aprendizagem. Outro fator importante é que a divulgacdo de dados
reais de pacientes ainda é um assunto sensivel e ndo ha um padréo universal para divulgacdo
deles, o que dificulta 0 avanco nesses estudos. Além disso, por se tratar de problemas do mundo
real, espera-se uma confianca elevada nos resultados obtidos, sendo necessario grande nimero
de testes para apresentacdo de um baixo risco de classificacdo incorreta dos dados.

Dado que um dos principais desafios de sistemas supervisionados é definir um conjunto
de treinamento que seja representativo e conciso, estudos recentes apontam a necessidade de
solugBes que atinjam bom desempenho de classificagéo utilizando poucos dados rotulados.
Neste contexto, é proposto o0 uso de técnicas de extracdo de caracteristicas e de ajustes
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normalizativos para o desenvolvimento de uma solucdo capaz de classificar corretamente dados

de tumores cerebrais.

1.3 Questdes de Pesquisa e Objetivos

Neste trabalho espera-se que com a rotulagdo de um conjunto relativamente significativo
de dados sobre tumores cerebrais, 0 modelo de aprendizado proposto consiga classificar
corretamente os dados como pertencentes ou ndo a classe de interesse. Para nortear este cenario,

tem-se como principal interesse responder as seguintes perguntas:

Q1 “ Qual modelo apresenta maior desempenho na classificagdo correta dos dados? *
Q2 “ Qual o efeito de se adicionar ruido aos dados no que diz respeito a classificagdo? *

Diante destas questdes de pesquisa sdo definidos os seguintes objetivos para o

desenvolvimento deste trabalho:

e Mapear algoritmos de aprendizado em redes neurais disponiveis na literatura,
analisando suas lacunas e desempenhos na classificacdo de diferentes cenarios
(dados originais sem pré-processamento e pré-processados), de modo a encontrar
justificativas para o desempenho deles quando aplicados a base de estudo deste
projeto.

e Verificar possiveis métodos de pré-processamento dos dados para obtencdo de
melhores resultados para os algoritmos estudados.

e Analisar o impacto de ruido e realce nos dados em relacéo a classificacéo.

A partir dos itens propostos espera-se obter um bom modelo para avaliagdo dos

diferentes tumores que possa servir para predi¢do de dados futuros.
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2 REFERENCIAL TEORICO

Neste trabalho utilizou-se diferentes modelos de deep learning para a tarefa de
classificacdo de tumores cerebrais. A motivacdo para o uso desta sub-area da inteligéncia
artificial é baseada no grande destaque que esses algoritmos tém revelado em alguns setores
como o reconhecimento de fala, reconhecimento de padrdes, analise de textos e sentimentos,
traducbes automaticas, entre outros.

O deep learning é o aprendizado baseado em redes neurais profundas, que recebe esse
adjetivo devido ao fato de os algoritmos geralmente apresentarem um elevado nimero de
camadas. Essas camadas sdo responsaveis por aplicar transformacdes nao lineares nos dados de
entrada, criar e passar adiante representacfes abstratas dos dados para as proximas camadas e
gerar um modelo estatistico como saida. Dessa maneira, 0 computador é capaz de aprender
através do seu proprio processamento de dados.

Como desvantagem tem-se que esse processo de aprendizado requer acesso a grandes
guantidades de dados para treinamento e alto poder de processamento computacional,
geralmente utilizando GPUs e TPUs. Além disso, pode-se enfrentar problemas de overfitting e
de dissipacdo do gradiente, fenbmeno em que o gradiente apresenta a tendéncia de diminuir a
medida que se move para trads através das camadas da rede, no movimento chamado de
retropropagacao.

Mais adiante serdo abordados 0s conceitos necessarios para o entendimento do trabalho,
como a definicdo de redes neurais e breves introducdes sobre as redes utilizadas, técnicas para

melhora de convergéncia e técnicas de reducdo de dimensionalidade dos dados.

2.1 Redes Neurais Convolucionais

Redes neurais convolucionais (CNN - do inglés Convolutional Neural Network) séo
algoritmos de aprendizado profundo criados inicialmente em 1998 por Fukushima[l], cuja
arquitetura é baseada no cortex de animais. Dessa maneira, as redes sdo dotadas de varios
neurdnios, sendo que cada neurdnio tem seu respectivo peso e viés, aléem de algumas camadas
em sua organizagdo, como camadas de input e de output e camadas ocultas de convolugéo,
pooling, camadas totalmente conectadas e de perda/classificagéo[2].

Essas redes sdo amplamente utilizadas em varias vertentes, podendo ser destacadas as

tarefas de classificacdo de imagens[3], processamento de voz e de linguagem natural,
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reconhecimento de atividade humana[4], reconhecimento de expressdes faciais humanas[5],
modelagem de features[6], deteccdo de objetos[7], entre outros.

Historicamente, seus maiores desafios tém sido sua grande demanda por dados para
input na rede, classificacdo distorcida ao se adicionar técnicas de introducdo de ruido,
problemas de overfitting e exploséo de gradiente[8].

Para o alto nivel de precisdo alcancado por essas redes, que hoje sdo consideradas o
estado da arte, vale ressaltar o funcionamento de suas camadas ocultas:

e Camada de convolucao: sua funcéo € a de transformar informacdes através de
filtros espaciais lineares denominados de kernels. Ao longo da convolucéo, o
kernel se desloca ao longo da imagem e vai multiplicando e somando os valores
sobrepostos, de acordo com um numero de passos determinado previamente, de
maneira que ao final temos uma projecéo dos dados de entrada.

e Camada de Pooling: sua funcdo é a de reduzir a dimensionalidade dos dados
através de algumas fun¢des, como por exemplo a max pooling[9].

e Camada totalmente conectada: sua funcéo é a de receber o output da camada
anterior, aplicar funcdes de transformacéo nos dados de acordo com 0s pesos
gerados narede e passar esses dados para a proxima camada. Em outras palavras,
ela conecta cada neurdnio de input a cada neurdnio de ouput.

e Camada de perda/classificacdo: sua funcdo é a de determinar o quanto 0s
resultados do treinamento diferem do resultado esperado, de maneira a guiar o

treinamento da rede.

2.1.1 Rede Resnet50

A Resnet50 (Residual Network 50) € uma rede neural convolucional que possui 50
camadas de profundidade, admitindo como input de imagem o tamanho de 224x224. Foi criada
em 2015 pelos pesquisadores Kaiming He, Xiangyu Zhang, Shaoging Ren e Jian Sun para a
tarefa de reconhecimento de imagens, tendo potencial de aprender funcdes residuais, ou seja,
funcGes que calculam as diferencas entre os valores observados e preditos pelo modelo.

A rede ganhou grande destaque devido ao fato de conseguir lidar com a dissipacgdo do
gradiente. Na prética, isso quer dizer que neurdnios nas camadas anteriores aprendem muito

mais lentamente que os neurdnios nas camadas posteriores[10].
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Figura 2 — Representacdo da arquitetura da Resnet50
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Fonte: Ali et al[11]

2.1.2 Rede Inception V2

A Inception V2 é uma rede neural convolucional de 164 camadas de profundidade,
derivada da rede Inception V1, sendo criada com a premissa de aprimorar pontos da Gltima.
Nesse sentido, um de seus grandes diferenciais em relacdo a Inception V1 foi a troca da
convolucdo 5x5 para 2 convolugdes 3x3, aumentando a performance de processamento da rede.
Além disso, a Inception V2 utiliza-se da troca da fatoracdo NxN por fatoracdo 1xN e Nx1, de
maneira que uma convolugdo 3x3 é transformada em uma convolucdo 1x3 seguida de uma
convolucgdo 3x1, que € menos complexa e portanto mais barata computacionalmente.

A rede admite o tamanho de input de imagem 299x299 e trouxe como ganho de sua
criacdo a diminuicdo do efeito gargalo (bottleneck), que ocorre quando diminuimos muito a

dimensdo do dado, de maneira que se perde informacoes.
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Figura 3 — Representacdo da arquitetura da Inception V2
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2.1.3 Rede CheXNet

A CheXNet é uma rede que possui 121 camadas de profundidade e que foi baseada
originalmente na arquitetura da rede DenseNet-121. Foi criada em 2017 pelos pesquisadores
Rajpurkar et al[13] e treinada para deteccdo de pneumonia através do dataset ChestX-ray14,
que contém mais de 100 mil imagens frontais de raio-X anotadas com 14 tipos possiveis de
patologias, sendo uma rede treinada com imagens em tons de cinza. Seu tamanho de input de
imagem é de 224x224.

Na época em que foi criada, atingiu resultados que foram considerados o estado da arte
para deteccdao de pneumonia, de modo que seu uso pode ser benéfico ao se tratar de datasets de

doencas médicas.

2.2 Técnicas para melhorar convergéncia

2.2.1 Data Augmentation

Data augmentation é uma estratégia utilizada no problema do desbalanceamento entre
as classes, bem como também para evitar overfiting. Essa técnica consiste na geragdo de novas
imagens, que pode ser feita de varias formas, como transformac&o do espago de cores, mistura
de imagens, random erasing, aumento do espago da feature, aumentos baseados em redes GAN,

transformacg0es geométricas entre outros [14].


https://arxiv.org/search/cs?searchtype=author&query=Rajpurkar%2C+P
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Na figura 4, pode-se ver um exemplo de transformacgéo geomeétrica:

Figura 4 - Representacdo de data augmentation

(a) 1magem original (b) rotacdo 90° (c) inversdo vertical

2.2.2 Fine Tuning

A técnica de fine tuning consiste na utilizacdo dos dados de interesse em uma rede neural
ja conhecida e treinada previamente, de maneira a utilizar todos 0s seus parametros e design,
exceto a camada de output, que sera criada e treinada baseando-se nos dados atuais, com seu
respectivo numero de classes.

Essa metodologia é utilizada uma vez que as camadas iniciais provem caracteristicas
genéricas a qualquer problema, j& as camadas finais apresentam maior especificidade. Dessa
maneira, com essa técnica podemos escolher quais camadas finais tem-se o interesse de ajustar
para nosso modelo.

Além disso, a técnica propicia o ganho computacional de ndo recalcular 100% dos pesos
para cada problema a ser analisado, sendo também Util para melhorar a generalizacdo de

modelos quando se tem poucos dados disponiveis[15].

2.2.3 Realce e Ruidos

A modificagdo de dados dos datasets € uma técnica utilizada para se verificar o
comportamento e resiliéncia dos algoritmos desenvolvidos frente a variagdes, tendo a
possibilidade de aumentar ou diminuir o poder de predi¢do destes. Essa estratégia é considerada
inclusive base para a area de adversarial attacks, em que pequenas mudancas nos pixels das
imagens podem causar mudangas consideradas drésticas no potencial de predicdo dos

algoritmos.
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No presente trabalho, um dos intuitos é se verificar o efeito na classificacdo dos
algoritmos ao se introduzir ruidos nos dados originais. Dessa maneira, foram utilizadas técnicas
de realce de brilho e contraste das imagens e geracdo de distor¢cbes em imagens escolhidas

aleatoriamente no processo.

2.3 Técnicas para reduzir dimensionalidade

2.3.1 Auto-enconders

Auto-enconder é uma rede neural amplamente difundida para reducdo de
dimensionalidade dos dados, de tal maneira que se seleciona apenas as features mais relevantes
para 0 problema em questdo, tornando assim a analise de grandes volumes de dados um
processo com menor custo computacional.

O algoritmo consiste no aprendizado ndo supervisionado de uma simplificacdo da
representacdo dos dados originais, de tal maneira que estes sdo mapeados para um espaco de
dimensdo reduzida. Para se chegar a essa representacéo, 0 método faz a minimizacao da funcéo
de perda entre os dados originais e os dados decodificados[16].

Sua estrutura consiste basicamente em 3 se¢6es de neurdnios: a camada de entrada, uma
camada oculta contendo menos neurdnios do que a camada anterior e uma camada de saida,
composta pelo mesmo nimero de neurdnios da camada de entrada. O encoder é a parte que fara
a transformacédo dos dados de maneira a comprimi-los e o decoder € a parte responsavel por
recuperar os dados dessa representacao[17].

Figura 5 - Representagao de um auto-enconder

camada .
entrada saida
oculta

encoder decoder
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2.3.2 Principal Component Analysis (PCA)

Principal Component Analysis (PCA) é um algoritmo ndo supervisionado utilizado na
reducdo da dimensionalidade dos dados. Sua estratégia € projetar o espaco das features para
espacos de dimensdes reduzidas de acordo com o valor especificado no algoritmo. E um método
de simples implementacdo e oferece como beneficio um baixo custo computacional para

utilizacdo, além da possibilidade de se fazer a selecédo de features.

2.4 Classificagdo com Support Vector Machine (SVM)

Support Vector Machine(SVM) é um algoritmo supervisionado utilizado para analise e
classificacdo de dados linearmente e ndo-linearmente separaveis, tendo uma taxa de
aprendizagem répida mesmo em densos conjuntos de dados[18].

Seu funcionamento nos casos linearmente separaveis consiste na constru¢do de um
hiperplano 6timo que separa 2 diferentes grupos de vetores de features em uma margem
maxima. J& nos casos ndo linearmente separaveis, 0 SVM mapeia a variavel de input para um
alto espaco dimensional de features através de uma funcéo kernel, que pode ser por exemplo a
funcdo de kernel gaussiana[19].

E um dos algoritmos supervisionados mais utilizados e como as redes neurais
convolucionais, pode ser utilizado para reconhecimento de expressfes faciais humanas,
processamento de voz e reconhecimento de imagens, além de fungdes como deteccdo de genes,
classificacdo de textos, analises quimicas[20], entre outros.

No entanto, é necessario levar em considera¢do alguns pontos antes de adotar esse
algoritmo, uma vez que encontrar uma fungdo kernel adequada ndo é um trabalho facil e o
modelo final construido pelo SVM nédo é facilmente interpretavel, ou seja, ndo € trivial

demonstrar o que foi aprendido pela rede para se chegar ao resultado final demonstrado.
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3 TRABALHOS RELACIONADOS

Ao longo dos anos, com o avango do conhecimento e compartilhamento de dados, varios
estudos foram publicados no que diz respeito a deteccdo de tumores através de imagens de
ressonancia magnetica. Esses estudos variam em relacdo aos algoritmos, parametros e
abordagens, sendo que no presente trabalho foram considerados apenas os trabalhos
relacionados a tumores localizados no cérebro, destacando os trabalhos que sdo considerados o
estado da arte.

Nesse sentindo, podemos citar como marco inicial das anélises a partir algoritmos para
deteccdo de tumores cerebrais o trabalho conduzido em 2015 por Cheng et al[21], que também
estudou tumores do tipo glioma, meningioma e pituitario. Os autores se utilizaram de técnicas
de dilatacdo de imagens para aumentar a regido do tumor e adicionalmente testaram uma
metodologia com posterior divisdo dessas regides em sub-regides em formato de anéis. Para
esses dois processos, € utilizado trés métodos de extracdo de features: histograma de
intensidade, matriz de co-ocorréncia de niveis de cinza e modelo de bag-of-words(BoW). Os
resultados de acuracia obtidos para esses métodos, na ordem em que aparecem, foram da ordem
de 82,31%, 84,75% e 88,19%. Ao se adicionar a estratégia de sub-regides em formato de anéis,
0s mesmos métodos atingiram resultados de 87,54%, 89,72% e 91,28% respectivamente. Os
mesmos autores publicaram novo estudo em 2016[22] adicionado um passo extra no processo
que consistia na aplicacdo de um kernel Fisher, que levou a obtencdo de uma precisédo de
94.68%.

Outros autores como Hemanth et al[23] fizeram modificagdes, especialmente nos pesos,
nas redes neurais Counter Propagation Neural Network (CPN) e Kohonen neural network
(KNN) para classificar 4 tipos de tumores cerebrais. Além do pré-processamento das imagens
para niveis de cinza entre 0 e 1, um dos passos propostos No processo consiste na extracdo de
oito features baseadas no histograma de primeira ordem e na matriz de co-ocorréncia de niveis
de cinza. Ao final do processo, obteve-se o resultado de 92% de acurécia para a rede modificada
de Counter Propagation e 98% de acuracia para a rede modificada de Kohonen.

Entre 2019 e 2020 outros artigos importantes para o estado da arte nesse problema foram
publicados atingindo acuracias superiores a 94%. Um desses trabalhos foi conduzido por
Guamei et al[24], que propbBe 0 uso de um método de extracdo hibrido de features com

regularizacdo de extreme learning machines(RELM) para classificagdo. As imagens
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inicialmente sdo pré-processadas por uma regra de normalizagdo min-max para contrastar as
partes relevantes das imagens e posteriormente é utilizado método hibrido para extracdo de
features, que acaba na RELM para classificacao atingindo acuracia de 94,23%.

Anaraki et al[25] propbs um método baseado em redes neurais convolucionais e
algoritmo genético para classificagdo dos tumores a partir de imagens de ressonancia
magnética. No estudo, as redes neurais sdo evoluidas através do algoritmo genético, que escolhe
os melhores pardmetros para a rede como numero de camadas de convolugédo, nimero de filtros,
etc. Inicialmente, ha o pré-processamento das imagens para se adequarem ao intervalo [0,1],
bem como o uso de data augmentation para geragdo de novos dados e para melhora da
performance da rede. Adicionalmente utiliza-se 0 método de regularizagdo dropout, que remove
nos da camada totalmente conectada na fase de treinamento, o que também ajuda a diminuir o
overfitting. Por fim, outro método utilizado é o de Bootstrap Aggregating, que faz a juncéo das
imagens de treino e validacdo e seleciona aleatoriamente partes desse conjunto, reduzindo o
erro de generalizacdo. Toda essa estratégia levou ao resultado de 94,2% de acuracia.

Swati et al[26] e Deepak and Ameer[27] utilizaram redes neurais ja treinadas para a
classificacdo dos tumores: VGG19 e GoogleNet respectivamente, adotando a estratégia de
transfer learning, que consiste na propagacdo do conhecimento ja adquirido por um modelo
previamente treinado para ser usado em novos dados néo vistos pelo modelo. Os dois trabalhos
adotam estratégias de pré-processamento baseadas na normalizacdo min-max para transformar
os dados para o intervalo [0,1] e utilizam o processo de validacdo cruzada com 5 folds. Os
resultados obtidos para acuracia séo 94.82% para o primeiro e 98% para o0 segundo.

Uma estratégia um pouco distinta das apresentadas anteriormente foi introduzida no
estudo de Ghassemi et al[28]. Nesse trabalho, ha o uso de redes neurais profundas,
normalizacdo dos dados no intervalo [-1,1], utilizacdo de data augmentation, mas o grande
diferencial foi o uso de redes GAN para aumentar o tamanho do dataset, atingindo ao final do
estudo acurécia de 95.6%.

Por fim, o melhor resultado obtido foi 0 do modelo apresentado por Kokkalla et al[29]
que utiliza a rede neural Inception ResNet V2. Um dos pontos vantajosos dessa rede neural é
que ela possui uma rede convolucional de residuo, que é capaz de controlar o problema de
dissipacédo do gradiente. A partir dessa estratégia obteve-se 99,69% de acuracia.

Para ajudar na visualizacdo e entendimento, pode-se observar na tabela 1 um

comparativo entre os métodos discutidos:
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Tabela 1 — Resumo dos métodos discutidos

Referéncia Abordagem Acurécia
Cheng et al [21] Sub-regibes + BoW 91,28%
Anaraki et al [25] CNN + Algoritmo genético 94,20%
Gumaei et al [24] Extracdo de features + RELM 94,23%
Cheng et al [22] Sub-regides + BoW + kernel Fisher 94,68%
Swati et al [26] VGG19 + Fine tuning 94,82%
Ghassemi et al [28] Rede neural profunda + Redes GAN 95,60%
Deepak e Ameer [27] GoogleNet + Transfer learning 98,00%
Hemanth et al [23] Kohonen neural network modificada | 98,00%
Kokkalla et al [29] Incepetion ResNet V2 99,69%

Um ponto a ser destacado € que estes trabalhos utilizam o mesmo contexto de tumores
cerebrais, mas ndo utilizam necessariamente os mesmos datasets, de maneira que a comparagao

direta entre eles ndo é adequada. Ainda assim, a partir deles pode-se observar como o uso de

redes neurais tém provido resultantes relevantes para a area.

Outras abordagens com menores acuracias na classificacdo de tumores cerebrais podem
ser encontradas em trabalhos de 2018 de Ismael e Qader[30], que extrairam features de imagens
de ressonancia magnética através da transformada discreta de wavelet e filtros Gabor para
posterior uso em uma rede perceptron multicamadas, atingindo acuracia de 91,9%, Abir et
al[31], que utilizou a abordagem de redes neurais probabilisticas e atingiu acuracia de 83,33%
e Afshar et al[32], que utilizou redes neurais de capsulas(CapsNet) e atingiu acuracia de

86,56%.
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4 DADOS, METODOS E METRICAS DE VALIDACAO

4.1 Descricdo do dataset

Os dados utilizados para o desenvolvimento desse trabalho s&o provenientes do dataset
chamado “brain tumor dataset”, originalmente disponibilizado pelo repositorio Figshare, mas
que também pode ser encontrado no repositdrio publico do Kaggle sob o nome de “Brain Tumor
MRI Dataset” ou através do link: https://www.kaggle.com/datasets/masoudnickparvar/brain-
tumor-mri-dataset.

O dataset é constituido de 7023 imagens de ressonancias magnéticas de cerébros
humanos, sendo rotulados em 3 classes distintas de tipos de tumor: glioma, meningioma,
pituitario, além de uma classe de imagens de cérebros saudaveis.

Para ser considerado do tipo glioma o tumor precisa ocorrer nas células gliais e para ser
do tipo meningioma deve ocorrer nas meninges. J& 0s tumores pituitarios sdo assim
classificados pois tem sua origem na glandula pituitaria.

No dataset as classes estdo distribuidas da seguinte maneira:

e Glioma: 1621;

e Meningioma: 1645;
e Pituitario: 2000;

e Saudavel: 1757.

Na figura 6 pode-se observar exemplos de ressonancias magnéticas para cada tipo de

tumor descrito e um exemplo de um cérebro saudavel:

Figura 6 — Tipos de tumor cerebral e cérebro saudavel

Tumor Glioma Tumor Meningioma Tumor Pituitario Saudavel
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4.2 Pré-processamento dos dados

Para se testar a robustez dos algoritmos implementados, este trabalho utilizou-se de
diferentes estratégias para avaliacdo dos resultados, de forma que a etapa de pré-processamento
dos dados é distinta de acordo com o método escolhido. A tabela 2 visa demonstrar a diferenga
entre os métodos aqui abordados:

Tabela 2 — Estratégias de processamento do dataset

Método Realce da imagem Adicédo de Ruido na imagem
1 - R
2 X -
3 - X
4 X X

Para os métodos com realce utilizou-se a estratégia de realcar o brilho e o contraste de
todas as imagens em valor escolhido aleatoriamente na curva normal de intervalo [0.8,1.2], que
a partir de testes foi o intervalo que propiciou impacto mais significativo para os experimentos.
Ja para os métodos de ruido, foram realizadas distor¢des em imagens escolhidas ao acaso no
processo, a partir da adicdo de um valor aleatério entre 1 e 12, com passo de tamanho 2 na

funcdo GaussianBlur, disponibilizada na biblioteca cv2 do Python.

Figura 7 — Exemplo de adigdo de ruido na imagem

Imagem original Imagem com ruido

Ap0s esta etapa inicial de pre-processamento, também foi feito data augmentation de
maneira a tentar reduzir overfitting, sendo geradas 10% de imagens novas para cada classe,
através da rotagdo em 90 ou 180 graus das imagens selecionadas aleatoriamente. Por se tratar
de um conjunto de dados que ndo é tdo desbalanceado, a introducdo de novos dados visa

também buscar maior representatividade para o conjunto de treinamento.
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Apobs esses pre-processamentos, as imagens foram divididas entre treinamento,
validacdo e teste, numa proporgédo de 70% para treino, 15% para validagéo e 15% para teste.
Como a intencdo desse trabalho é avaliar as métricas para redes neurais distintas, para cada
algoritmo as imagens foram re-dimensionadas para atender as necessidades especificas da rede
em questdo, por exemplo a Resnet50 e a CheXNet que utilizam como input de entrada imagens
224x224 e a Inception V2 que utiliza input 299x299.

4.3 Treinamento das redes neurais

Apds o pré-processamento dos dados, a performance foi obtida com SVM para as redes
neurais com auto-enconders e nas redes Resnet50, InceptionVV2 e CheXNet.

Para 0 método com auto-encoders, que visa manter as caracteristicas relevantes dos
dados de entrada, é aplicado o classificador SVM para célculo da acuracia do modelo proposto.
Para os demais testes, utilizou-se a pendltima camada das redes antes das camadas
completamente conectadas para se fazer a extracdo das caracteristicas mais significativas para
os dados. Essa camada é escolhida uma vez que as proximas camadas que serdo completamente
conectadas sé@o muito especializadas nos dados em que foram treinadas previamente, de maneira
que ndo serdo muito Uteis para dados de tarefas novas.

Essa estratégia de extracdo de caracteristicas sera feita sob as redes sem e com fine
tuning para comparacdo. Apos esse processo, a classificacdo dos dados é dada através do
modelo SVM aplicado sob os dados ja modificados pela técnica de PCA, que visa diminuir a
dimensdo das caracteristicas extraidas pelas redes.

Figura 8 — Fluxograma de processamento

Pré
Processamento
de dados

Dados
processados

[ I
Extracdo de Extracao de Extracdo de
Auto-Encoders Caracteristicas com Caracteristicas com Caracteristicas com
rede Resneat rede Inception rede CheXMet
SVM

As estratégias em laranja pontilhado zerdo realizadas com e sem fine tuning.




32

Para se realizar o fine tuning é necessario definir pardmetros como batchsize, optimizer,
namero de épocas e learning rate para o algoritmo, dado que cada tarefa pode atingir melhores
resultados com valores diferentes. O valor adequado para esses parametros pode ser definido
realizando-se a analise incremental dos valores e observando os resultados obtidos de acordo
com o critério de interesse. Para 0s experimentos, o setup de treinamento foi definido como

tendo ndmero maximo de épocas = 40, learning-rate = 1e* e momentum = 0. 9.

4.4 Métricas de validacdo dos dados

As analises dos resultados obtidos pelas diferentes estratégias sdo baseadas na
comparacgdo das principais métricas de validacdo conhecidas na literatura: acuracia, precisdo,
revocacdo e F1-Score.

A métrica de acuracia visa indicar a performance geral do modelo adotado, avaliando a
proximidade entre o resultado experimental e o valor real de referéncia. Em outras palavras, ela
determina o grau de exatiddo: quanto maior seu valor, mais proximo se esta do valor real.

A métrica de precisdo visa indicar o grau de variacdo ocasionado por medicOes
diferentes, dessa maneira entende-se como mais preciso um processo que apresente menor
variabilidade entre os valores. Essa métrica € muito usada em situagdes em que faz sentido
penalizar com maior forca casos de falsos positivos - casos em que o teste prediz determinada
caracteristica de interesse presente, porém na realidade ela é ausente — por serem considerados
mais prejudiciais do que falsos negativos - casos em que o teste prediz determinada
caracteristica de interesse ausente, porém na realidade ela é presente.

A revocacao por sua vez é utilizada no cenario contrario ao da precisao: nesses casos, é
mais interessante penalizar casos de falsos negativos, que sdo mais prejudiciais do que falsos
positivos. Seu intuito é avaliar a capacidade do modelo em detectar com sucesso resultados
classificados como positivos.

Por fim, a medida F1-Score é a média harménica entre revocagao e precisdo, podendo

ser entendida como uma medida para apontar a confiabilidade da acurécia.
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5 RESULTADOS

Conforme mencionado nos capitulos anteriores foram realizados diferentes
experimentos com 4 redes neurais: auto-encoders, Resnet, Inception e CheXNet. Cada rede foi
testada com versdes dos dados originais e versdes com dados alterados, bem como também foi
utilizada a estratégia de realizar o fine tuning nas redes para se verificar o impacto nos
resultados.

Apesar do dataset ndo apresentar desbalanceamento expressivo realizou-se processos
para transformacdo dessas informagdes conforme mencionado na se¢do de metodologia no
intuito de promover maior variabilidade e se testar a robustez dos métodos. Dessa maneira, 0s
experimentos foram feitos de maneira independente e podem ser comparados de acordo com as

métricas de acuracia, precisdo, revocacao e F1-Score nas secdes posteriores.

5.1 Resultado dos dados com realce e ruido

Nesse experimento o intuito era avaliar o impacto da modificacdo dos dados originais,
seja com técnicas de realce ou de ruido, na performance final das redes. Para tanto, as 4 redes
neurais foram testadas com os dados originais e posteriormente com os dados modificados para
realizar a comparacao.

O processo realizado consistiu na extracdo de caracteristicas, que foram entdo
submetidas a técnica de PCA, para por ultimo ser realizada a classificagcdo com o algoritmo
SVM. Dessa forma, tem-se os resultados mostrados nas tabelas 3, 4, 5 e 6:

Tabela 3 — Resultados dados originais
Dados Originais

Rede Neural Acurdcia (%) Precisdo (%) Revocagdo (%) Fl-score (%)
Resnet 83, 7% 84,1% 83, 7% 83,8%
Inception V2 91,9% 92,2% 92,0% 92,0%
ChexXMet 88,3% 88,6% 88,3% 88,4%

Tabela 4 — Resultados dados com realce
Dados com Realce

Rede Neural Acurdcia (%) Precisdo (%) Revocagdo (%) Fl-score (%)
Resnet 83,5% 83,7% 83,4% 83,5%
Inception V2 91,4% 91,7% 91,4% 91,5%

CheXMet 83,1% 83,3% 28,1% 88,2%
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Tabela 5 — Resultados dados com ruido
Dados com Ruido

Rede Neural Acurdcia (%) Precisdo (%) Revocagdo (%) Fl-score (%)
Resnet 78,3% 78,6% 78,3% 78,4%
Inception V2 90,5% 90,9% 90,5% 90,6%
ChexMet 87,2% 87,5% 87,3% 87,3%

Tabela 6 — Resultados dados com ruido e realce
Dados com Ruido e Realce

Rede Neural Acuricia (%) Precisdo (%) Revocacdo (%) Fl-score (%)
Resnet 79.3% 79.6% 79,6% 79.5%
Inception V2 89,3% 89,7% 89,3% 89,4%
CheXNet 86,1% 86,2% 86,1% 86,1%

De acordo com as tabelas apresentadas temos que em desempenho geral as redes
Inception V2 e CheXNet atingem melhores resultados que as demais, sendo o melhor resultado
alcancado se mantendo os dados originais com a rede Inception, alcangando acuracia maxima
de 91,9%.

Porém, o grande ponto de interesse do trabalho era a avaliagdo do impacto de alterages
nos dados originais. Assim, de acordo com os resultados demonstrados, temos como melhor
resultado a acuracia de 91,4% no dataset com realce e 90,5% no dataset com ruido, que nos
mostra diferengas percentuais de 0,5% e 1,4% respectivamente em relagdo ao desempenho
alcancando com os dados originais na Inception V2. Temos entdo que as redes se comportaram
bem frente a essas alteracdes, pois os resultados ndo variaram de maneira muito expressiva

entre experimentos, mostrando a robustez dos algoritmos desenvolvidos.

5.2 Resultado com Auto-enconders

Para esse experimento, as imagens foram dimensionadas com input 256x256 e passadas
para o classificador. A primeira camada de convolucao usa filtro de 32 para gerar os features
maps, que sao passados para uma camada da maxpooling que diminui as dimensdes da imagem
por um fator de 2. Essa imagem é entdo passada para a segunda camada de convolucao que usa
filtro de 64 e entdo chega a segunda camada de maxpooling, que também diminui as dimensdes

da imagem por um fator de 2. Em seguida, esse output passa pela camada de flatten e vai para
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a camada totalmente conectada. Esse setup € feito para os dados originais, com realce, com
ruido e com realce e ruido juntos para comparagao
Na tabela 7 pode-se verificar os resultados alcancados:

Tabela 7 — Resultados Auto-encoder
Auto-enconder

Rede Neural Acurdcia (%) Precisdo (%) Revocagio (%) Fl-score (%)
Dados originais 81,4% 81,6% 81,4% 81,4%
Dados com realce 81,0% 81,2% 81,0% 81,1%
Dados com ruido 77.5% 77,.5% 77.5% 77.6%
Dados com ruido e realce 76,6% 76,6% 76,6% 76,6%

Observa-se através dos dados que o melhor resultado para todas as métricas foi obtido
nos dados originais, atingindo acuracia de 81,4%. J& nos dados modificados com realce e ruido
a acurécia ficou em 76,6%, o que representa uma diferenca de 4,8% em relacdo ao melhor
resultado. Outro ponto a se destacar é a baixa diferenca percentual em relacdo aos resultados

obtidos com a rede Resnet sem fine tuning.

5.3 Resultado com fine tuning

Ja para os experimentos com fine tuning nas redes manteve-se fixos os parametros do
niimero maximo de épocas = 40, learning-rate = 1e* e momentum = 0. 9 com o intuito de fazer
a comparacdo entre os diferentes modelos. Além disso, para todas as redes testou-se 0s solvers
Adam, SGD e RMS Prop.

Os resultados observados sdo mostrados nas tabelas 8, 9 e 10:

Tabela 8 — Resultados Resnet dados originais
Resnet - Dados Originais

Rede Neural Adam 5GD RMS Prop
Batch size 10 10 10
Max. Epocas 15 16 14
Acuracia 86,4% 89.3% 84, 7%
Precisao 86,5% 89.5% 84,8%
Revocagdo 86,4% 89,3% 84,7%
Tempo (min.) 18 14 15

Tabela 9 — Resultados Resnet dados com realce
Resnet - Dados com Realce

Rede Neural Adam SGD RMS Prop
Batch size 10 10 10
Max. Epocas 15 17 13
Acuracia 84,1% 87,3% 83,1%
Precisdo 84,2% 87,6% 83,2%
Revocacdo 84,1% 87.4% 83,1%
Tempo (min.) 16 18 14
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Tabela 10 — Resultados Resnet dados com ruido
Resnet - Dados com Ruido

Rede Neural Adam SGD RMS Prop
Batch size 10 10 10
Max. Epocas 16 18 14
Acuracia 81,3% 85,1% 79, 7%
Precisdo 81,4% 85,3% 79,7%
Revocacdo 81.3% 85,2% 79,6%
Tempo (min.) 18 21 16

Para o fine tuning na rede Resnet o melhor resultado alcancado na acuracia foi de
89,32%, com os dados originais e solver SGD e o pior resultado de acuracia foi de 79,73%,

com os dados com ruido e solver RMS.

Tabela 11 — Resultados Inception V2 dados originais
Inception V2 - Dados Originais

Rede Neural Adam 5GD RMS Prop
Batch size 10 10 10
Max. Epocas 9 11 g
Acuracia 94,3% 95,6% 92,2%
Precisdo 94,5% 95,7% 92,3%
Revocacdo 94,4% 95,6% 92,2%
Tempo (min.) 40 51 39

Tabela 12 — Resultados Inception V2 dados com realce

Inception V2 - Dados com Realce

Rede Neural Adam S5GD RMS Prop
Batch size 10 10 10
Max. Epocas 11 12 9
Acuracia 93,9% 94,2% 91,0%
Precisdo 94,1% 94,3% 91,3%
Revocacio 93,9% 94,2% 91,1%
Tempo (min.) 47 53 41

Tabela 13— Resultados Inception V2 dados com ruido

Inception V2 - Dados com Ruido

Rede Neural Adam 5GD RMS Prop
Batch size 10 10 10
Max. Epocas 13 14 11
Acuracia 92,3% 93,4% 88,4%
Precisdo 92,4% 93,7% 88,5%
Revocagdo 92,3% 93,4% 88,4%

Tempo (min.) 55 56 49
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Para o fine tuning na rede Inception o melhor resultado alcangado na acurécia foi de
95,64%, com os dados originais e solver SGD e o pior resultado de acurécia foi de 88,43%,

com os dados com ruido e solver RMS.

Tabela 14— Resultados CheXNet dados originais
CheXNet - Dados Originais

Rede Neural Adam SGD RMS Prop
Batch size 10 10 10
Max. Epocas 9 12 7
Acuracia 90,7% 91,1% 88,7%
Precisdo 90,8% 91,3% 88.8%
Revocagdo 90, 7% 91,1% 88, 7%
Tempo (min.) 35 39 31

Tabela 15— Resultados CheXNet dados com realce
CheXNMNet - Dados com Realce

Rede Neural Adam 5GD RMS Prop
Batch size 10 10 10
Max. Epocas 5 11 8
Acuracia 89,4% 90,5% 86,7%
Precisao 89,4% 90,7% 86,8%
Revocagdo 89,3% 90,5% 86,6%
Tempo (min.) 33 36 30

Tabela 16— Resultados CheXNet dados com ruido
CheXMNet - Dados com Ruido

Rede Neural Adam SGD RMS Prop
Batch size 10 10 10
Max. Epocas 10 11 7
Acuracia 87,1% 89,1% 84,4%
Precisdo 87,3% 89,3% 84.6%
Revocacdo 87,2% 89,1% 84,4%
Tempo (min.) 35 37 29

Para o fine tuning na rede CheXnet o melhor resultado alcancado na acuracia foi de

91,12%, com os dados originais e solver SGD e o pior resultado de acuracia foi de 84,41%,

com os dados com ruido e solver RMS.
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O gréfico da loss por épocas para as 3 redes pode ser observado na figura 9:
Figura 9 — Grafico da Loss por épocas
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5.4 Intepretacdo geral dos modelos

Por fim, comparando-se todos os experimentos, conclui-se que o melhor modelo foi o
da rede Inception V2 com fine tuning e solver SGD, que atingiu acuracia de 95,6%. O ajuste da
rede com o fine tuning propiciou um ganho percentual de 3,7% na acurécia ao se comparar esse
resultado com o resultado da rede sem a técnica. Estes valores corroboram os dados
apresentados no capitulo 2 de trabalhos relacionados, em que o melhor resultado foi obtido ao
se empregar a mesma rede, atingindo acuracia de 99,69%.

Ja& o pior resultado foi obtido ao se utilizar os dados com realce e ruido juntos na rede
Resnet sem fine tuning, atingindo acurécia de 79,3%. Ao se comparar esse mesmo cenario de
teste, porém com fine tuning e solver SGD obtemos uma diferenca percentual de 5,4% na
acuracia, mostrando o ganho que se obtém ao adaptar a rede com a técnica. Como 0 processo
de fine tuning recalcula os pesos para a camada de output, a rede tem a possibilidade de aprender
caracteristicas relevantes para a tarefa que esta sendo desempenhada, podendo impactar
positivamente nos resultados.

Ademais, podemos ver que os melhores desempenhos para todos 0s cenarios propostos
sdo obtidos com as redes Inception V2 e CheXNet e os piores resultados com as redes Resnet
e auto-enconders, sendo que a diferencga percentual entre os valores para todas as métricas das

ultimas ndo chegou a passar de 3%.
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Outro ponto a ser destacado sdo os melhores desempenhos em relacdo as métricas de
precisdo e revocacdo, que sdo meétricas importantes a serem consideradas dependendo do
objetivo almejado. Por exemplo, se é desejado um modelo que ndo apresente alto valor de falsos
positivos, tem-se que 0 modelo da rede Inception V2 com fine tuning é o mais adequado, pois
atingiu preciséo de 92,2% com os dados originais e 89,7% com os dados real¢ados e com ruido.
Ou seja, este modelo é o qual atingiu melhor desempenho no sentido de ndo classificar
erroneamente uma pessoa saudavel como sendo uma pessoa portadora de tumor cerebral.

Da mesma forma, caso o interesse seja em um modelo que néo apresente alto valor de
falsos negativos, o modelo da rede Inception V2 com fine tuning também seria 0 mais adequado,
uma vez que atingiu 92% de revocagdo com os dados originais e 89,3% com os dados real¢ados
e com ruido. Ou seja, este modelo é o qual atingiu melhor desempenho no sentido de nao
classificar erroneamente uma pessoa portadora de tumor cerebral como sendo uma pessoa
saudavel.

Por fim, é importante ressaltar que a escolha de valores para cada parametro de
treinamento das redes como batchsize, solver, entre outros, € uma tarefa considerada dificil e
que pode influenciar diretamente em fatores importantes do resultado, como por exemplo o

poder de generalizacdo das redes.
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6 CONCLUSAO

O objetivo principal deste trabalho era a criacdo e comparacdo de modelos de redes
neurais que atingissem boa performance para identificacdo de tumores cerebrais, uma vez que
0 aprendizado propiciado por essas redes € um importante e eficaz aliado nessa causa.

Assim, realizou-se o treinamento e teste de redes com diferentes arquiteturas e com
diferentes estratégias, obtendo-se o melhor resultado com técnicas de fine tuning aplicadas a
rede Inception V2. Entretanto, é necessario levar em consideracéo que o processo de fine tuning
exige certo recurso computacional, uma vez que a camada de output sera treinada com base nos
dados da tarefa atual, que normalmente sdo volumosos. A depender do tempo disponivel para
0 projeto, pode ser interessante se fazer uma andlise se ha disponivel outras estratégias de
processamento mais leves que gerem bons resultados.

Outro ponto a se testar para 0 uso dessas redes € a eficiéncia que elas demonstram frente
a ruidos, que pode variar de acordo com as configuragdes feitas e a tarefa pretendida. Para a
tarefa desenvolvida nesse trabalho os resultados foram pouco impactados percentualmente, que
provaram a robustez das redes no cenério estudado.

Como mencionado ao longo do trabalho, o aperfeicoamento e a empregabilidade das
redes neurais é um espaco de crescimento ao longo dos anos gracas aos 6timos resultados que
vem sendo demonstrados e certamente novas técnicas serdo criadas e poderdo ser utilizadas

para resultados cada vez mais assertivos.
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